
2017 Float and Sensor Workshop 

Conveners: Brian King, Steve Riser, Susan Wijffels 
Local Host: Steve Riser, U. Washington 



Objectives 
  
The goals of the workshop were to 
Å Increase the overall efficiency of profiling 

floats in the Argo program by elevating 
float reliability across all groups and 
suppliers 

ÅBetter mitigate the risk and exploit major 
changes (-controller boards, buoyancy 
engines, CTDs) being made to technology 
used in the global array 

ÅFacilitate better communication between 
float deploying teams and suppliers 

 



Float acceptance testing  

  The most successful float-deploying teams carryout extended pre-
deployment testing. Improved performance is likely to follow the 
implementation of more stringent post-shipping and pre-deployment 
tests. 

  
ÅSuppliers were asked to provide better test software and 

hardware 
ÅUsers were encouraged to increase the amount of testing done 
ÅSeveral best practices were shared and documented 



Technical and Meta data capture 
  Argo already tracks ǘƘŜ ŀǊǊŀȅΩǎ ǘŜŎƘƴƛŎŀƭ ǇŜǊŦƻǊƳŀƴŎŜ Ǿƛŀ ŀ ŎƻƳƳƻƴ 
meta- and technical data dictionary. Ensuring these are uniformly 
applied across teams and platforms is essential to allow global analyses 
of performance or to search for failure modes.  
  
Å Float and sensor manufacturers adopt the Argo technical 

data/syntax and dictionary, ideally in their float manuals and, even 
better, in provided decoders, to ensure a more accurate and 
complete transference to the Data System.  

  
Å To facilitate accurate capture of technical data (e.g. serial numbers, 

firmware revision, manufacture dates), manufacturers should 
provide to users the information electronically in a machine-readable 
file.  

Å Manufacturers to report annually to Argo any major hardware or 
firmware changes made or planned 



Monitor batteries used in Argo 
 Passivation and battery health 
were discussed at length.  
Å Post-workshop analysis by 
[ŜŜ DƻǊŘƻƴ ǎǳƎƎŜǎǘǎ !ǊƎƻΩǎ 
10 day deep mission is 
harming the battery packs 
in most float types.   

Å Faster or shallower 
Ƴƛǎǎƛƻƴǎ ƘŀǾŜ ƭŜǎǎ ΨƳƛǎǎƛƴƎ 
ŜƴŜǊƎȅΩ 

Å Tadiran batteries might be 
a solution  

 
 

Lee Gordon 



Float failure modes 
 Several types of early failure modes were discussed during the meeting. 
Apart from early battery failure, other modes included leaks, grounding, 
failed CTD sensors, etc.  Early detection of increase or new modes of 
early failure can prevent large scale failures. 
Å Manufacturers and users to help develop examples of canonical 

failures 
Å Users to explore retrieval of a set of aged floats to diagnose battery 

condition, corrosion, sensor calibration shifts 
 
 
 

Possible loss of anode in APEX as hypothesized by 
Dana Swift 



 

 

 

 

 

 



CTD sensor testing/vetting for broad-
scale use in Argo 

 Seabird Scientific and RBR are working on better 
calibrations and on reducing dynamic errors in 
their CTDs. Excellent progress is being made.  

  

Å In response to community identified biases, 
SeaBird Scientific will soon improve their 
pressure calibration practice from a 2nd order 
to 3rd order temperature fit. This should be 
captured in metadata. e.g. pressure 
calibrations and by a serial number transition 
point  

Å An estimate of past bias is needed (with 
errors) for users, uncertainty in GOHC. 



CTD sensor testing/vetting for broad-
scale use in Argo 

Further independent validation is also desirable to better 
bound errors, particularly for   dynamic errors and for this 
we might consider further ship-based comparisons. 
Åusers continue or expand sensor checks on some 

portion of floats 
Åusers to explore opportunities for ship-based 

comparisons. Engage industry partners to assist with 
instruments and analysis 

ÅManufacturers, where possible to supply an internally 
recording versions of their float CTDs to put on a ship-
based rosette, and collaborate on the intercomparison 
analysis   
 



Piloting/testing the new 
RBRargo CTD for core Argo 

Laboratory and limited field data suggest the newly re-engineered RBRargo CTD has the 
potential to meet Argo accuracy and stability requirements  

Å  encourage Argo teams to deploy RBRargo equipped floats across a wide variety of 
regimes (polar through tropics), and with an iridium SBE41 equipped buddy where 
needed (e.g. in a region largely populated by low resolution Argos floats). Ideally ~20 
could be deployed over the next year or so.  

Å Argo community will monitor and analyse the pilot data to help establish quality and 
DMQC resource needed. Eventually a peer reviewed article might be developed to 
document the sensors/data stream.  

Å Explore the possibility of building a few dual CTD equipped floats for a tighter side-by-
side comparison. This would require some extra development/testing funds. 

 

To facilitate this next stage of pilot deployments, prepare a proposal to the Argo Steering 
Team and the Argo Data Team to allow the distribution of RBRargo CTD in the Argo data 
system [Annie Wong to lead] 

Å how to label them (QC=3 in the interim?), appropriate engineering and metadata (will 
need help from RBR); alert users: post a notice that Argo is distributing these pilot data  



Summary 
ÅWorkshop was well attended, with strong 

engagement 

ÅFormat was controversial-no easy solution 

ÅMore frequent workshops were called for 

ÅMeeting report (include ES and narrative and talks) is 
now posted 

ÅThanks to all contributors ς especially Steve Riser 
and Brian King 


